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ABSTRACT: Understanding momentum exchange at the air–sea interface is important for accurate hurricane predictions
and understanding fundamental storm dynamics.Onemethod for estimating air–seamomentum transfer in highwinds is the
flux-profile method, which infers surface momentum fluxes and the corresponding drag coefficient from mean velocity
profiles obtained from either dropsondes or meteorological towers, under the assumption that the boundary layer wind
profile at low altitudes exhibits a logarithmic profile with height. In this study, we use dropsonde data from reconnaissance
aircraft, as well as ‘‘virtual sondes’’ from a turbulence-resolving simulation of an intense tropical cyclone, to critically
analyze the diagnosis of drag coefficient CD at hurricane-force wind speeds. In particular, the ‘‘rolloff’’ of the drag coef-
ficient, whereCD decreases at 10-mwind speeds. 35m s21, is called into question based on uncertainty due to relatively low
sample size and a lack of robustness of the flux-profilemethod at high winds. In addition, multiple factors appear to favor an
underestimate of CD at hurricane-force winds relative to their true values, including uncertainty in the height of recorded
dropsonde data, in violation of Monin–Obukhov similarity theory near the eyewall, and the short vertical extent of the
logarithmic layer. Due to these and other related sources of uncertainty, it is likely that a quantitative limit has been reached
in inferring the specific values of u* and CD using the flux-profile method, while at the same time the potential for un-
derestimation may cast doubt on the CD–U10 relationship inferred from this method at high winds.
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1. Introduction

While the topic of air–sea exchange has been the subject of
research for decades (Large and Pond 1981), hazardous con-
ditions and practical difficulties impede our understanding of
the relevant processes at high winds. In particular, it is well
known that the bulk coefficients of momentum and enthalpy
transfer (CD and CK, respectively) are crucial for obtaining
accurate intensity forecasts of tropical cyclones (Emanuel
1995; Montgomery et al. 2010; Bryan 2012; Green and Zhang
2014). Existing theory for the maximum potential intensity in a
tropical cyclone (Emanuel 1986, 1995), as well as changes in
intensity (Tang and Emanuel 2012; Emanuel 2012) depend
explicitly on the ratio of these coefficients. However, our
ability to measure these values in situ remains restricted pri-
marily to indirect estimates (Jarosz et al. 2007; Bell et al. 2012)
or limited/incomplete sets of direct observations (French et al.
2007; Bi et al. 2015; Voermans et al. 2019). Furthermore, in-
fluences such as the effects of sea spray (Andreas et al. 1995;
Veron 2015; Richter and Stern 2014) and waves (Holthuijsen
et al. 2012, hereafter H12; Takagaki et al. 2012; Kudryavtsev
et al. 2014) remain difficult to describe and evaluate at high
winds, and models developed to predict these effects suffer
from a high degree of uncertainty. Parameterizations of CD

and CK which attempt to include effects of spray and/or waves,
for example, have a strong impact on tropical cyclone predictions
(Andreas and Emanuel 2001; Wang et al. 2001; Bao et al. 2011),

emphasizing the need for better understanding the physics behind
heat and momentum transfer at the air–sea interface.

In one of the earliest attempts to estimateCDwithin tropical
cyclones, Powell et al. (2003, hereafter P03) used dropsondes to
construct mean velocity profiles, and from these, surface
stresses (and thus CD) were calculated using Monin–Obukhov
similarity theory relating the logarithmic profile of mean winds
to the friction velocity u*. In their study, P03 found that the
drag coefficient appears to peak around a 10-m wind speed of
38m s21, followed by a decrease at still higher winds. Around
the same time, however, the laboratory measurements of
Donelan et al. (2004) (since corrected by Curcic and Haus
2020) seemed to indicate that CD indeed stops increasing
around the same wind speed, but saturates to a constant value
instead of bending downward.1 This is a feature seen in other
laboratory experiments as well: Takagaki et al. (2012) and
Komori et al. (2018) report a similar saturation at nearly the
same wind speed, as do the measurements of Troitskaya et al.
(2012, 2020). Since laboratory experiments are limited to very
young waves, it is not clear whether the saturation behavior
seen in the experiments (and not seen in the observations of
P03) should be directly observed in the hurricane boundary
layer, or whether properties such as wind–wave alignment
fundamentally change this (see H12).
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In terms of the high-wind saturation behavior, other esti-
mates of CD at tropical cyclone wind speeds are inconclusive.
The aircraft measurements from the Coupled Boundary
Layers Air–Sea Transfer (CBLAST) campaign calculated
stress using direct eddy covariance (Black et al. 2007; French
et al. 2007), but only up to 10-m wind speeds of roughly
30m s21. Over the range of their measurements, CD matched
reasonably well with other estimates, including those of P03.
The same can be said for the eddy covariance measurements of
Bi et al. (2015), taken from two coastal towers in the South
China Sea. From buoy-based eddy covariance measurements,
Potter et al. (2015) observed a slight rolloff of CD, but at a
significantly lower wind speed (’ 22m s21). Their values of CD

lie in the range of other measurements, and they suggest that
waves play a role in the observed CD dependence on wind
speed. The momentum budget estimates of Bell et al. (2012)
provide CD out to very high winds (10-m wind speeds above
70m s21), but the large inherent uncertainty in these approxi-
mations precludes any definitive conclusion about even the
slope of CD versus wind speed beyond 40m s21, let alone its
precise value. The direct aircraft measurements of Sparks et al.
(2019) and Zhao et al. (2020) made in Pacific typhoons suggest
that the momentum flux changes with wind speed in a way
consistent with a saturation of CD; however, while extending
out to 60m s21, the measurements are again quite uncertain.
Likewise, other direct measurements of boundary layer tur-
bulence in tropical cyclones, namely, those of Zhang et al.
(2011a), are also uncertain and scarce in sample size. Finally,
new technologies for measuring momentum fluxes using un-
manned aircraft are emerging, and recent prototype mea-
surements show promise for making direct eddy covariance
measurements near the eyewall and within the boundary layer,
for sustained periods of time (Cione et al. 2020). These have
not yet matured, however, to the point of refining the rela-
tionship of CD with wind speed.

Meanwhile, estimates of CD have also been made from the
ocean side in perhaps the only other studies which corroborate
the nonmonotonic behavior ofCDwith wind speed (aside from
H12, which is an extension of P03). Jarosz et al. (2007) uses an
upper-ocean momentum balance to show that CD may peak
around 35m s21 and decrease at higher wind speeds. Similar
approaches were used also by Sanford et al. (2011) and Hsu
et al. (2017), but the overall behavior is both quantitatively and
qualitatively different between the three ocean mixed layer
studies. Sanford et al. (2011) appears to underestimate CD

relative to other studies at most wind speeds, while Hsu et al.
(2017) appears to overestimate, albeit with a peak around
30m s21 and a decrease beyond. More recently, Hsu et al.
(2019) expanded the work of Hsu et al. (2017) to additional
storms, and noted the impacts of both wind-wave alignment
and storm speed on the CD estimates. However, once again,
when considering the variability between ocean-based esti-
mates, even a clear qualitative behavior of CD is unavailable at
winds beyond roughly 30m s21.

In this study, we focus exclusively on the flux-profile method
employed by P03 andH12 in order to revisit their estimation of
the high-wind behavior of CD and explore the potential for its
underestimation. In a previous study, Richter et al. (2016)

evaluated the flux-profile method and quantified the uncer-
tainty of the resulting CD (and CK) based on both methodo-
logical choices (e.g., sonde binning strategy, height over which
profiles were fit) and measurement uncertainty (e.g., confi-
dence bounds of the computed mean velocity at each height).
For the flux-profilemethod, it was found that values ofCDwere
subject to at least 50% uncertainty out to 50m s21, with even
higher uncertainty at higher winds. Furthermore, this uncer-
tainty was caused by multiple influences (including those listed
above), calling into question whether or not these estimates
could be refined further, even given more data. Richter
et al. (2016) also performed a preliminary analysis of the
flux-profile method on artificial ‘‘virtual sondes’’ computed
within a turbulence-resolving tropical cyclone simulation
(Stern and Bryan 2018), and by comparing to the known,
prescribed surface flux coefficients, found that virtual
sondes near the radius of maximum winds (RMW) appear
to underestimate the true values of CD. A similar strategy is
employed in the current study.

It is well understood that near the eyewall of a tropical cy-
clone, boundary layer dynamics depart significantly from
standard geostrophic, horizontally homogeneous conditions
due to strong radial pressure gradients, convective updrafts,
and secondary circulations (Smith 1968; Kepert 2001; Foster
2009). Even the term ‘‘boundary layer’’ can refer to different
physical heights (Zhang et al. 2011b). As a result, the existence
of a logarithmic layer over which to apply the flux-profile
method has been called into question in this region (Smith and
Montgomery 2014), although standard theory does not neces-
sarily preclude (or affirm) its presence (Tennekes 1973).

Since the eyewall region is typically where the highest wind
speeds are found, the objective of this study is therefore to
evaluate the possibility that high-wind estimates of CD using
the flux-profile method can yield inaccurate values, even for
the basic qualitative question of whether CD has a non-
monotonic relationship with wind speed. Indeed, Vickery et al.
(2009), who built on the work of P03 using the same technique,
suggested that the nonmonotonic behavior of CD may disap-
pear when considering only dropsondes from outside the
RMW. To carry out this work, we employ and analyze the
virtual sondes of Stern and Bryan (2018) as well as dropsonde
data from a large number of storms, including recent data from
updated dropsonde hardware and software, and assess the re-
liability of the flux-profilemethod and gauge its dependence on
storm-relative location (among other factors). This study ex-
tends this type of analysis in order to highlight the potential for
underestimating CD near the RMW and thus at high winds.

2. Method

a. Dropsonde data

GPS dropsonde data used here were downloaded from the
publicly available dataset released by the National Oceanic and
Atmospheric Administration (NOAA) Hurricane Research
Division (HRD). The dropsonde data were collected by
NOAA research and Air Force reconnaissance aircraft from
storms in the Atlantic and east Pacific basins and span the
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period 1997–2018. The raw dropsonde data are quality controlled
via either the Editsonde software from HRD or Atmospheric
Sounding Processing Environment (ASPEN) software from the
National Center for Atmospheric Research (NCAR).

The aircraft generally fly at heights between 1.5 and 4 km,
and once a sonde is launched it falls vertically while being
advected horizontally by the wind. The sonde fall speed is
approximately 10–12m s21 in the lower troposphere, and
sondes take an average of 3–6min to reach the ocean surface.
Prior to 2010, pressure, temperature, and humidity, and wind
speed and direction were measured at 2-Hz frequency. In 2010
the dropsondes were updated and the frequency of wind
measurements was increased to 4Hz, with othermeasurements
remaining at 2Hz (Wang et al. 2015). Since the geopotential
height is based on the 2-Hz pressure sampling, this results in
the wind data height resolution of approximately 8m across the
dataset. The dropsonde data used herein encompass those used
in the analyses of both P03 and Richter et al. (2016) and are
updated to include storms up to 2018.

Within the analysis, the sondes are binned based on the ra-
dial location of the sonde relative to the RMW. The radial
distance of each sonde from the storm center is evaluated using
the HRD track files, which provide the latitude and longitude
of the storm center at 2-min intervals based on the method of
Willoughby and Chelmow (1982). TheRMW is taken from one
of two datasets: TC-OBS (Vigh et al. 2020), version 0.40, which
includes data from all dropsondes from NOAA and USAF
flights between 1989 and 2015 sampling Atlantic storms, and
the extended best track (EBT) dataset (Demuth et al. 2006),
which includes data from the Atlantic basin spanning 1988–
2018 and the eastern North Pacific basin spanning 2001–18.
The TC-OBS data provide the radius and speed of the maxi-
mum winds at 1-h intervals, while the EBT data provide these
at 6-h intervals. In our analysis, the RMW is taken from the
TC-OBS data where available, due to the higher-frequency
update time this provides, and the EBT data are used for all
storms not contained in the TC-OBS dataset. For each indi-
vidual dropsonde, the time of the sonde drop is compared to
those from the track data, TC-OBS, and EBT, to find the
corresponding location of the storm center and the RMW at
that time. The RMW is compared to the radial distance of the
sonde drop from the storm center to give the sonde radial
distance as a fraction of RMW (hereafter R/RMW).

To estimate CD based on dropsonde data, we employ the
flux-profile method, as in P03, H12, and Richter et al. (2016).
This method is based on the construction of mean logarithmic
wind profiles within the hurricane boundary layer. According
to Monin–Obukhov similarity theory, in a neutrally stable
boundary layer where small-scale surface effects, including the
effects of surface currents, are negligible, the mean velocity
profile can be described by
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where h!i represents ensemble averaging, u* is the friction
velocity, k is the von Kármán constant, which is taken here to
be 0.4, z0 is the roughness length, and z is height above the
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Parameterizations for surface stress are formulated based upon
conditions at a reference height, usually taken as 10m (soU10 is
the mean 10-m wind speed), and defined in terms of a drag
coefficient CD:

t
w
5 ru2

*5 rC
D
U2

10 . (3)

A mean logarithmic wind profile [Eq. (1)] is then constructed,
andwhen hui is plotted against ln(z), the best-fit line has a slope
mwhich is equal to k/u*, and an intercept which is a function of
the roughness length z0. Once the slopem is known,U10 can be
evaluated by setting z as 10m in Eq. (1), and CD can then be
calculated by rearranging Eq. (3):
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To examine CD as a function of U10, the sondes are split into
bins depending on the mean wind speed (Umean) recorded
between the surface and a given heightHmean. The mean wind
speed across all profiles within that bin of width DUbin is
evaluated at height intervals Dzbin within a height range
bounded by zmax and zmin.

The sensitivity of the flux-profile method to the choices of
Hmean, DUbin, Dzbin, zmax, and zmin was investigated by
Richter et al. (2016), who found that the choice of fitting
parameters can produce CD estimates which vary by up to
50%. This uncertainty in the estimated CD was highest at
high wind speeds, as the amount of sonde data available
decreases sharply with increasing wind speed. For the
analysis presented herein, the values of several of the fitting
parameters are selected to match those of P03 to facilitate
comparison with their results. We set Hmean 5 500m,
Dzbin 5 10 m, zmin 5 10 m, and zmax 5 150 m. The value of
DUbin is set as 10m s21 and the profiles are evaluated over a
wind speed range from Umean 5 10 to 70 m s21. All profiles
with Umean . 70m s21 are grouped into a single bin due to
the relatively small number of profiles with such high
wind speeds.

A total of 11 939 sondes are available from NOAA HRD.
Our analysis removes those which have an R/RMW value
greater than 10, those which do not have any data available
below a height of 150m, and those with Umean , 10m s21.
After filtering, 5489 sondes are left that meet these criteria.
These remaining sondes are used to evaluate CD as a function
of U10, and to investigate the dependence of CD on the radial
distance from the storm center.

b. Simulation data

To further examine the performance of the flux-profile
method for calculating CD in high winds, we test the method
on simulation output of an idealized tropical cyclone. The cy-
clone is simulated using Cloud Model 1 (CM1; Bryan and
Fritsch 2002; Bryan and Morrison 2012).
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A fine mesh is used over the central region of interest
(80 km 3 80 km) with horizontal grid spacing of 31.25m.
Beyond this region the horizontal grid spacing increases with
radial distance to a maximum of 15 km at the outer edge of the
domain. The vertical grid spacing in the lowest 3 km is
15.625m. Above 3 km it gradually increases to 500m at a
height of 8 km, and remains at 500m until the model top is
reached at 25 km. Full details of the large-eddy simulation
(LES) setup used for this case can be found in Stern and Bryan
(2018). Of particular relevance is the surface stress parame-
terization scheme. CD is equal to 13 1023 when the 10-m wind
speed (U10) is 5m s21 or below, and increases linearly to a
value of 2.43 1023 asU10 reaches 25m s21. ForU10. 25m s21,
CD remains at a constant value of 2.4 3 1023.

Virtual dropsonde trajectories are constructed from the
simulation output, tracing the path that a dropsonde released
into the simulated cyclone would have taken as it is advected
by the wind over time. The method of using virtual dropsondes
based on CM1 output to examine storm dynamics and inves-
tigate uncertainty in the flux-profile method has previously
been employed by Richter et al. (2016) and Stern and Bryan
(2018). Since the LES code prescribes a value for CD in the
surface flux parameterization as described above, by applying
the method outlined in section 2a to the simulated dropsonde
data, we can test how well the flux-profile method performs at
retrieving a known value of CD.

3. Results

a. Real dropsondes

1) FULL DATASET SHOWS SIMILAR BEHAVIOR TO P03
AND H12

To provide context for the average profiles as determined by
the observational dropsondes, we construct a height–radius
composite of the total wind speed, shown in Fig. 1. We use the
same strategy of Zhang et al. (2011b, their Fig. 4), who only
incorporate sondes launched while the storm was at least at
hurricane strength (in the subsequent analysis, storms of all
strengths are considered). As expected, the composite peak
winds occur at R/RMW ’ 1, and are at a height of roughly
500m at the RMW. The dashed line in Fig. 1 indicates the
height of the maximumwind speed at eachR/RMW, which has
been smoothed using a window average for visualization pur-
poses. The height of the maximum wind decreases with de-
creasingR/RMW, a feature seen in Zhang et al. (2011b), and as
expected from a theoretical perspective (Eliassen 1971; Kepert
2001; Foster 2009). While the composite averaging procedure
across so many storms of different intensities can smear out the
potentially sharp velocity gradients near the eyewall, Fig. 1
illustrates the overall features of the near-surface wind speed
relevant to the analysis which follows.

To begin the process of assessing the surface flux retrieval,
we first employ the procedure outlined in section 2 to the entire
database of observational dropsondes, without any restriction
or strategy beyond binning by the average wind speed in the
lowest 500 m—the same strategy employed by P03. Figure 2a
shows that when averaging all dropsonde profiles within each

wind speed category, the resulting ensemble mean indeed
exhibits a profile with height that strongly resembles a loga-
rithmic layer to a height of at least roughly 150m. The vertical
range over which this is true decreases with increasing
boundary layer wind speed, corresponding to the reduction of
the height of maximum wind with radius as shown in Fig. 1
and other studies (Zhang et al. 2011b), and the fact that the
sondes in the highest few wind speed categories are almost
certainly from radii near the RMW. In addition, the height of
the maximum wind decreases with intensity, even at the same
radius. While some, for example, Smith and Montgomery
(2014), question the existence of a logarithmic layer near the
RMW, Fig. 2a provides strong evidence that a full ensemble
mean does exhibit logarithmic behavior, but only sufficiently
below the wind speed maximum [a possibility not excluded by
Smith and Montgomery (2014)]. What is not established,
however, is whether this apparent logarithmic wind profile is
linked to the surface stress in the same way as under the ideal,
horizontally homogeneous conditions assumed in the theo-
retical development of the logarithmic layer (Monin and
Yaglom 1971; Tennekes 1973).

If one does assume that standard logarithmic layer theory
applies throughout the tropical cyclone surface layer, Figs. 2b
and 2c provide the surface friction velocity u* and drag coef-
ficient CD as a function of 10-m wind speed. Figure 2c shows
that the estimated values ofCD are very close to those provided
by P03 and H12, but this is to be expected since it is the same
procedure applied to an expanded dataset. The only exception
is at the highest wind speeds, where the current CD estimates
do not exhibit as sharp of a drop-off. This difference will be
discussed shortly. Similarly, Fig. 2b shows a near-linear in-
crease of u* with wind speed out to roughly 30m s21, beyond
which u* increases more slowly with U10. This change in slope
corresponds to the saturation and/or decrease of CD, resulting
from Eq. (4) and discussed in detail by Andreas et al. (2012).

2) SUBDIVIDING SONDE DATASET HIGHLIGHTS LARGE

UNCERTAINTY

Since one of the objectives of the present work is to inves-
tigate whether the flux-profile method of estimating surface

FIG. 1.Meanwind speedmagnitude as a function ofR/RMWand
height from a composite of all observational dropsondes in this
study. Sondes are only included for storms of at least hurricane
intensity (at the time of the sonde launch). The black dashed line
indicates the height of the maximum wind at each R/RMW.
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fluxes is valid at all storm radii, we repeat the binning, aver-
aging, and fitting procedure, but now as a function of R/RMW.
This is done in two ways: first for 8 different bins of R/RMW,
ranging between R/RMW 5 0 and R/RMW 5 10, and second
by distinguishing between ‘‘near RMW’’ and ‘‘outside RMW,’’
done by separating sondes based on whether they were
launched at R/RMW greater or equal to 2. This latter case is
reminiscent of the strategy in Vickery et al. (2009).

Figures 3a and 3b show CD as a function ofU10 for these two
differentmethods of stratifying byR/RMW. Figure 3a provides
the curves for the 8 different ranges ofR/RMW, and aside from
outliers and noise associated with sample size, there appears to
be no systematic dependence of the CD–U10 relationship as a
function of normalized radius where the sondes were launched.
The caveat, of course, is that beyond roughly U10 ’ 40m s21,
data only exist from sondes launched between 0.5 , R/RMW
, 2.5. Thus, it is not possible to draw any broad conclusions
about the dependence of the flux-profile CD estimate on
R/RMW, specifically at high winds, since the highest winds
only occur in a narrow range around R/RMW 5 1. Likewise,
Fig. 3b shows that partitioning by sondes near or outside the

RMW results in CD estimates which are quantitatively similar
in each wind speed range, although the question of whether
these values are accurate at high winds remains. When Vickery
et al. (2009) performed a similar partition between near and
outside the RMW, they noted a lack of rolloff in CD for sondes
taken from sufficiently far from the RMW.

To further emphasize this point, Fig. 3c presents CD as a
function of R/RMW for the sole wind speed bin 30 ,
Umean , 40 m s21. Furthermore, individual sondes have also
been divided by storm intensity, since it may be postulated
that this method should only work for storms of similar in-
tensity. What Fig. 3c demonstrates, however, is that there is
again no systematic dependence of CD on either storm in-
tensity or R/RMW. In fact, the scatter in the CD estimates is
better explained by sample size, which is provided in Fig. 3d.
Among radii and storm intensities that have a relatively
large number of samples (e.g., category 1 storms near the
RMW), there is much less variability in the estimated value
of CD shown in Fig. 3c. However, as stated above, although
data points like this may be better statistically converged
than others (e.g., category 3 storms near the RMW), this

FIG. 2. (a) Mean velocity profiles from all observational sondes included in the analysis. The error bars represent
the 95% confidence interval (CI) based on the mean velocity CI at each height. (b) u* vs U10. (c) CD vs U10. The
logarithmic profiles are fitted over heights between 10 and 150m.
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does not necessarily imply that the quantitative value of CD

is correct.
Next, we revisit the discrepancies between the current esti-

mates and those of P03 andH12 in Figs. 2b and 2c at the highest
winds. Figure 4 compares themean velocity profile andCD–U10

relationship for the same 1997–2005 date range as in H12
versus the result using the date range 2006–18. It is immedi-
ately apparent that the qualitative behavior ofCD at high winds
is different: using the 1997–2005 range recovers the result of
P03 and H12 that CD peaks and then decreases substantially at
the highest winds, while the range 2006–18 actually exhibits a
different behavior. The value of CD at the highest wind speeds
exceeds 4 3 1023, but is likely influenced by a relatively low
sample size at high winds. Regardless, when using the 2006–18
dropsondes one certainly cannot conclude that CD rolls off as
in P03 and H12; rather, these data appear to support a satu-
ration and plateau of CD at high U10, as in laboratory experi-
ments (e.g., Curcic and Haus 2020). Thus, in Fig. 2, the rolloff
of CD is less pronounced since it includes both date ranges.
Once again, we cannot necessarily claim that either is more
quantitatively accurate, only that different data yield qualita-
tively different behaviors at high wind speed. Since it seems
highly unlikely that there is a temporal trend in high-wind
values ofCD, this result could be a consequence of sample size,
or possibly suggests that changes in sonde technology may af-
fect the estimation of CD.

It is worth noting that the total numbers of sondes in the
highest wind speed bins for each of these date ranges is similar.
In Fig. 5, a plot of the number of sondes where Umean .
70m s21 versus year is provided. It is also worth noting that

between the two date ranges being examined, several changes
were made to the dropsonde system. First, the GPS receiver
was updated in 2005, and the entire software system was up-
graded to Airborne Vertical Atmospheric Profiling System
(AVAPS) II in 2008. In 2010, the RD-93 sondes were replaced
with RD-94, which sampled wind speeds at 4Hz instead of
2Hz. While it is coincidental that these changes occur between
the date ranges in Fig. 4, it does highlight that the flux-profile
method is highly sensitive to sample size, and perhaps can even
be influenced by the sampling technology itself. This latter
point, however, is merely a hypothesis, and it should be noted
that since the pressure (and therefore geopotential height) is
still measured at 2Hz, ourmean velocity profiles are effectively
sampled at 2Hz anyway. While changes in sonde software and
hardware over the past two decades could in theory have an
influence on the measured results, tests performed (not shown)
by only analyzing subsets of data from distinct sonde versions
or processing software (i.e., Editsonde versus ASPEN), as well
as using RMW data from the TC-OBS versus EBT datasets,
did not exhibit any conclusive influence. Tests were also con-
ducted by screening sondes by both bathymetric depth and
distance to coastline, in the event that shallow water, shoaling
waves, or proximity to land could play a role, but again any
influence of these factors appears to be minor.

In fact, if one simply takes the entire database of dropsonde
measurements and randomly subdivides it, as opposed to
subdividing based on date or sonde type, one ultimately en-
counters the point concluded in Richter et al. (2016): there is
simply a large amount of inherent uncertainty in the high-wind
behavior of the u* and CD estimated from the flux-profile

FIG. 3. (a) As in Fig. 2b, but with sondes separated based on R/RMW. (b) As (a), but with an R/RMW separated
by a threshold of R/RMW 5 2. (c) The dependence of CD on U10 for the wind speed bin 30 , Umean # 40m s21,
separated by storm maximum wind speed at the time of the sonde observations. Slight offsets in R/RMW are
included for visual clarity. (d) The number of sondes falling within each storm strength category for the wind speed
bin 30 , Umean # 40m s21.
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method. While the error bars in figures thus far have repre-
sented the 95% confidence interval based on uncertainty of the
mean velocity at each height, Figs. 6a and 6b highlight that
randomly subsampling the full dropsonde dataset can yield
qualitative differences in how CD and u*, respectively, behave
with wind speed. The green shading is the range over which the
estimated values of CD and u* are found when splitting the
dataset randomly into thirds (this exercise is repeated 20
times), and unsurprisingly, this uncertainty range gets larger at
higher winds. Figure 6 would suggest that no conclusion could
be drawn even as to the sign of the change in CD with wind
speed above roughly 35m s21. This analysis calls into question
the notion thatCD decreases at hurricane-strength winds, since
this is largely based on the flux-profile results of P03.

3) POSSIBLE LOW BIAS IN THE CD ESTIMATE

While uncertainty arising from randomly subsampling the
full dropsonde dataset demonstrates a large spread in the es-
timated value of CD at high winds, we now offer two mecha-
nisms by which the flux-profile method may have a low bias.

The first possible source of bias can result from uncertainty
in the vertical position of the sonde just prior to splashdown.
While the newer dropsondes have GPS estimates of vertical
position, the primary source of vertical height is calculated by
integrating the pressure upward from some surface reference,
whose value is approximated based on the last recorded pres-
sure reading and an estimate of the splashdown time of the
sonde. Because of the fall velocity and data transmission fre-
quency, uncertainty in the z 5 0 position can be as large as

O(10) m, which at high altitudes is relatively small. Within the
lowest 20m, however, the true vertical position could poten-
tially be off by 100%, altering the mean velocity profile from
which to determine u* in the flux-profile method.

Since there are no data with which to verify the true sonde
height at these low elevations, we instead turn to Andreas
et al. (2012), who provide a set of independent calculations
of u* and CD using direct eddy-correlation measurements at
relatively lower wind speeds. From multiple datasets, Andreas
et al. (2012) show that u* increases linearly with U10, at
least out to roughly 25m s21 (but the authors speculate that
it extends further). Figure 7a provides the empirical fit of

FIG. 5. The number of profiles each year with Umean . 70m s21

included in our analysis. Major upgrades to the dropsonde system
are noted.

FIG. 4. (a) Mean velocity profiles using data from 1997 to 2005 only, where the values indicate the number of
sondes included in each bin. (b) As in (a), but for 2006–18. (c) Retrieved CD dependence on U10 using data from
1997 to 2005 (black) and 2006 to 2018 (gray).
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Andreas et al. (2012) as a solid line, compared to the results of
P03, H12, and the current estimates using the full observational
dataset. At all wind speeds, the three flux-profile results sit
consistently to the right of the solid line, suggesting that the
value of u* is underestimated at each value of U10. We hy-
pothesize that a reasonable explanation for this underesti-
mate is due to the uncertainty of height above the ocean
surface: if, for example, one adds a constant 5m to each sonde
measurement (assuming that the true height is actually higher
than the recorded height), the gray squares in Fig. 7 shift
closer to the solid line, especially forU10 . 25m s21 (at lower
wind speeds, the neglect of stability effects is probably im-
portant). While not conclusive, and the 5-m choice here is for
representative purposes only, the fact that the flux profile
estimates of u* shift closer to the directly measured values
suggests that the uncertainty in sonde height could be an
explanatory factor. The resulting values of CD, shown in
Fig. 7b, are then increased, indicating that only a 5m bias in
sonde height could result in a 25% low bias in CD. Given that
waves and swell can exceed 5m in hurricane conditions, and
are not taken into consideration, it certainly seems plausible
that this issue could lead to biased estimates ofCD. Furthermore,
it is worth noting that Andreas et al. (2012) propose no rolloff

inCDwith wind speed, and instead find that due to the negative
intercept of their linear/empirical u* versus U10 relationship,
a smooth plateau occurs instead.

The second mechanism which could lead to an under-
prediction of CD via the flux-profile method arises when in-
creasing the maximum height of fitting—a choice that is made
somewhat arbitrarily and/or subjectively (Richter et al. 2016).
For all cases discussed thus far, this has been held fixed at
zmax 5 150m. However, based on the shape of the mean ve-
locity profile, in particular due to the peak in wind speed in the
range of 300–500m and the nonmonotonicity of wind speed
with height, estimates of u* decrease with increasing zmax, as
illustrated in Fig. 8.

In Fig. 8a, the mean velocity profile of all sondes in the range
60 , Umean , 70m s21 is shown with several colored lines
representing fits to different values of zmax. Despite the fact
that these appear to lie on top of each other, and despite the
fact that the R2 value of the fit exceeds 0.97 for all fits (Fig. 8b),
the values of u* and CD begin to decrease monotonically once
zmax exceeds roughly 150m (Figs. 8c,d). For the case of CD,
these slight variations in the slope lead to decreases of CD

exceeding 10%. Therefore, if the height of maximum wind
were lower (e.g., if the mean velocity profile were constructed

FIG. 6. (a) The black squares showCD calculated as in Fig. 2a, and the shading represents the variability inCDwhen
performing 20 repeated tests of randomly subdividing the sonde database into thirds. (b) As in (a), but for u*.

FIG. 7. (a) u* calculated using the reported sonde height measurements (black squares) and with the sonde
heightmeasurements increased by 5m (gray squares), compared with Eq. (4.3) fromAndreas et al. (2012). (b)As in
(a), but for CD.
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using sondes from a single storm) or a user fitted to a height
zmax . 150m, seemingly accurate fits of the logarithmic profile
could subtly lead to low-biased estimates of CD. Since the
height ofmaximumwind decreases both with storm radius for a
fixed storm and with intensity at a fixed radius, this effect is
larger near the RMW and thus at high winds.

b. Virtual dropsondes

From the previous section, we see that the flux-profile
method is sensitive to observational sample size, and that
even differences in the sign of the CD–U10 relationship at
hurricane-force wind speeds cannot be distinguished de-
pending on which date range is included in the analysis.
Furthermore, while there appears to be a robust logarithmic
layer in mean velocity profiles, no substantive conclusion
can be drawn about the reliability of the flux-profile method
as a function of R/RMW, and biases may exist which lead to
underestimations in CD, especially at the highest wind
speeds. A lack of corroborating data in the high-wind re-
gions precludes a quantitative verification of the values of
u* and CD obtained in this way.

Therefore, we turn to the virtual sondes described in
section 2b, and apply the exact same procedure for estimating
u* and CD. In this case, the true, prescribed values of both u*
and CD are known and can be directly compared to the virtual
sonde flux-profile estimates. Given that the high grid resolution
resolves a substantial portion of the turbulence kinetic energy,

we expect that the surface flux estimates retrieved from the
virtual sondes should match the true values in regions where
the theory is valid. Note that caution must be used for mea-
surements near the surface where the flow is strongly influ-
enced by the subgrid wall model—we do not use virtual sonde
data below z5 20m for this reason. Furthermore, the structure
of the simulated storm is small but intense, and not necessarily
representative of any one of the storms in the observational
dataset; the purpose here is to evaluate the flux-profile method

FIG. 8. (a) The black line shows the mean wind profile for the bin 60,Umean # 70m s21. The colored lines show
the logarithmic fits from 20m up to various heights. (b) R2 of the logarithmic fits shown in (a). (c) u* calculated
based on the logarithmic fits shown in (a). (d) CD calculated using the logarithmic fits shown in (a).

FIG. 9. Mean wind speed as a function of height and R/RMW
from the simulated dropsondes. The dashed line indicates the
height of maximum winds at each R/RMW bin. Mean wind speeds
are calculated based on 10-m height bins and R/RMW bins of
width 0.2.
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itself, despite caveats which may exist in the realism of the
simulated storm.

From the large number of virtual sondes (roughly 105), Fig. 9
shows the average composite of mean velocity as a function of
radius and height, analogous to Fig. 1. As expected, the wind
speed peaks at R/RMW ’ 1, and occurs at roughly z 5 400m.
The features in Fig. 9 are essentially the same as those dis-
cussed in Stern and Bryan (2018). The continuous rise in the
height of the maximum wind (dashed line) indicates that far
away from the RMW, the wind speed is monotonic with height
through the first 2 km of the atmosphere, as expected under
more horizontally homogeneous conditions. In that sense, we
anticipate that at some radius the boundary layer flow should
begin to better align with the assumptions underlying flux-
profile theory (e.g., horizontal homogeneity, uniform geo-
strophic forcing), and that the predictions of u* and CD match
the true values.

Figure 10 provides the mean profiles, as well as CD and u*
estimates obtained from the virtual sondes. From Fig. 10a, it

appears that there is indeed a logarithmic layer persistent
throughout the range of R/RMW, similar to the real sondes in
Fig. 2a. In this particular simulation, the logarithmic region
does not appear to extend beyond z ’ 60m, and so the loga-
rithmic fit is performed over the range 20 , z , 60m. The
resulting CD and u* estimates in Figs. 10b and 10c, respec-
tively, demonstrate very clearly that the flux-profile method
successfully retrieves the true, prescribed values (dashed
lines), but only when outside of the RMW. Beginning around
R/RMW ’ 1, the estimated values ofCD begin to underpredict
compared to the prescribed value. A corresponding trend is
seen in Fig. 10c for u*. Inside the eye, the estimated values of
CD and u* are unrealistically low compared to the known
prescribed values.

Figures 10d and 10e present CD and u* as a function of
R/RMW instead of U10, and the strong radial dependence of
both of these estimated quantities is apparent in the region
near and inside R/RMW ’ 1. When considering the real
sondes, Fig. 3 does not display such an obvious trend near

FIG. 10. (a) Themeanwind profilemeasured by virtual sondes at variousR/RMWratios. The black lines show the
logarithmic profile, fitted over a height range from 20 to 60m. (b) The dependence of the retrievedCD onU10, with
the dashed line showing the prescribed value in CM1. (c) The variation of u* with U10, with the dashed line
indicating the prescribed relationship in CM1. (d) Dependence of CD on R/RMW. (e) Dependence of u* on
R/RMW. The retrieved values shown in (b)–(e) are based on the profiles fitted over the height range 20–60m.
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R/RMW ’ 1, but the reason is straightforward. The virtual
sondes not only are taken from a single stormwith a clear, well-
definedRMW, but the high number of virtual sondes allows for
binning sondes into narrow R/RMW categories while still re-
taining adequate sample sizes. The real sondes, on the other
hand, are being averaged over many storms, each with differ-
ent size and intensity, and furthermore, we do not know the
RMW for any given storm with the precision necessary to
make a detailed, direct comparison. What this analysis sug-
gests, ultimately, is that efforts to estimate u* andCD in the eye
and eyewall are more likely to be underestimates, rather than
overestimates, of the actual values.

One possible source of uncertainty in using dropsondes to
construct mean velocity profiles, particularly in the context of
employing the flux-profile method, is in the fact that sondes
drift as they fall and therefore do not provide a strictly vertical
profile (Stern and Bryan 2018; Kepert 2006). It is therefore
instructive to perform the exact same analysis but on the true

vertical profiles obtained from the simulation computational
grid. This is shown in Fig. 11, which provides azimuthally av-
eraged velocity profiles at specific radii, as well as the CD and
u* estimates from these.

When comparing Figs. 10 and 11, any differences are at-
tributed to the drift, and potential biased sampling, of the
virtual sondes as they measure the flow during their descent.
The figures indicate, however, that the mean velocity profiles
are very similar in shape, suggesting that the drift effect is
minor. Over the height range where the profile data were used,
the maximum azimuthal drift of the virtual sondes was 368.
Fitting over roughly the same height as for the virtual sondes
(there are slight differences based on the grid levels) yields CD

and u* estimates that are not only quantitatively similar, but
have the same dependence on R/RMW.We thus conclude that
the effects of sonde drift and the associated deviation from a
true vertical profile is negligible, and postulate that the same is
true for the observational sondes as well. Given that sonde drift

FIG. 11. (a) The azimuthally averaged wind profile at various distances from the storm center. The black lines
show the logarithmic profile, fitted over a height range from 23 to 54m. (b) The dependence of the retrievedCD on
U10, with the dashed line showing the prescribed value in CM1. (c) The variation of u* with U10, with the dashed
line indicating the prescribed relationship in CM1. (d) Dependence of CD on R/RMW. (e) Dependence of u* on
R/RMW. The retrieved values shown in (b)–(e) are based on the profiles fitted over the height range 23–54m,
and the gray circles show the corresponding values from Fig. 10.
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is likely larger in the azimuthal direction than in the radial
direction, particularly in the eyewall, we argue that this is a
reasonable conclusion.

The comparison of the flux-profile estimates to the known
u* and CD from the virtual sondes first confirms that this
procedure is capable of recovering the true surface stress and
flux coefficients, sufficiently far from the RMW. What is re-
quired, however, is knowledge of the fitting range as well as an
adequate sample size—both of which are available for the
virtual sondes. What this analysis also shows is that the flux-
profile method may not be applicable at or near the RMW. As
argued elsewhere (Smith and Montgomery 2014), conditions
near the RMW are quite far removed from the standard as-
sumptions behind the Monin–Obukhov similarity theory and
the logarithmic layer, and the logarithmic layer itself is re-
stricted in height. A number of studies (Kepert 2001; Bryan
et al. 2017) show that terms of the momentum transfer budget
other than turbulent stress, especially including mean radial
advection of azimuthal momentum as well as mean vertical
transport, are dominant near the RMW, disrupting the notion
of a constant stress layer which is linked to (though not syn-
onymous with) the logarithmic layer. Despite observing a
logarithmic velocity profile in both the real and virtual sondes
near theRMW, these extramechanisms ofmomentum transport
perhaps unsurprisingly modify the relationship between the
mean velocity and the surface stress, thereby possibly precluding
accurate use of the flux-profile method under these conditions.
The results in Fig. 10 suggest that these errors probably lead to
underestimation, relative to the true value of CD.

4. Conclusions

In this study we revisit the procedure of P03 for estimating
the surface stress and drag coefficient at high winds by applying
the flux-profile method to a large database of dropsondes. Our
aim is to investigate in detail the behavior of CD at high winds
within the context of the limitations to the flux-profile method,
and discuss the possibility that the decrease ofCD found at very
high winds by P03 could result from an inherent bias in
the method.

We originally hypothesized that the success of the flux-
profile method would be a function of storm radius, due to the
extra dynamics at play (radial pressure gradient and mean
advection of angular momentum), and while appearing to be
true in the virtual sondes that are near and in the hurricane eye,
no such evidence is found in the observational sondes. These
results do not conclusively rule this radial dependence out,
however, simply because of large statistical uncertainty. The
RMW cannot be known to the precision necessary to draw this
conclusion, and other factors associated with the binning and
averaging procedure induce a significant uncertainty. By ran-
domly subsampling the full observational dataset, we see a
wide spread in the prediction of CD, to the point where even
the sign of the CD versus U10 slope at hurricane-force wind
speeds cannot be determined with certainty. Of course there
may even be reason to expect such variability, since there is
growing evidence that CD is not only a function of U10, but
other factors as well including waves (Hsu et al. 2019).

Furthermore, a few factors suggest that in addition to this
uncertainty, there is reason to believe that the flux-profile
method has an inherent low bias at the highest winds. These
factors include the nonmonotonic profile of wind speed with
height near the RMW, which leads to a monotonically de-
creasing estimate of u* and CD if the fitting height is in-
creased. Also explored is the fact that the precise vertical
location of the sonde is uncertain as well. By comparing the
u* to an independent dataset, adjustments to the geo-
potential height recorded by the dropsonde which improve
the alignment between the u* estimates also suggest that
CD would be underestimated. The tendency to underesti-
mate u* and CD is also seen in the virtual sondes near and
inside the RMW, where the estimated values can be com-
pared to known quantities. Here, the balance of stresses is
far removed from those assumed in traditional Monin–
Obukhov similarity theory, so it is reasonable that despite
the presence of a logarithmic mean velocity profile, the
typical relationship between the velocity and surface stress
would be disrupted.

Ultimately, there is reason to believe that the flux-profile
method provides uncertain and possibly erroneously low
values of CD at the highest winds, and that the CD versus U10

relationship does not actually exhibit a nonmonotonic peak.
Since the failure of the flux-profilemethod appears to be linked
to the storm-relative location, there is not necessarily a single
wind speed above which one should expect an underprediction
with this method, although a rough estimate based on Fig. 6
would put it around 35m s21. More broadly, we also suggest
that due to sample size and various sensitivities within the
method itself, we are at the limit of how precise our estimates
of the surface flux coefficients can be. While additional drop-
sonde measurements would improve this uncertainty, partic-
ularly at high winds, othermethods ofmeasuring fluxes, such as
direct measurements using unmanned systems, likely represent
the path forward for narrowing our uncertainty of air–sea ex-
change in tropical cyclones.
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